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Abstract-A calculationally efficient method of calculating time-averaged thermal radiation from flames 
is presented. The algorithm is derived by ensemble averaging the solution to the equation of radiative 
transfer. It is shown that, to a good approximation, the local power density can be decorrelated from 
factors that are functions of path averages. The ensemble averages of path-dependent functions can be 
calculated using time-averaged properties ; the ensemble averages of the local power densities can be carried 
out by fast numerical quadratures using the local fluctuation probability density function. The result is a 
predictive technique that requires only one path integration per molecular band. The time-consuming 
approach of setting up statistical realizations of optical paths, calculating intensity for each realization, 
and building up the intensity fluctuation statistics is avoided. Sample calculations are given for a turbulent 

CH,-H, diffusion flame. 

1. INTRODUCTION 

TURBULENT fluctuations are known to enhance time- 
averaged radiation from flames relative to predictions 
based on time-averaged flame properties, and the 
error arising from neglect of turbulence-radiative 
interactions can be very large indeed [l-3]. Analytic 
treatment of turbulence effects on radiation was pro- 
vided by Kabashnikov and Kmit [l] for the Wien 
spectral regime and an assumed linear variation of 
absorption coefficient with gas temperature. Sub- 
sequent analysis of the effect in combustion has been 
mainly numerical in nature. The Monte Carlo mod- 
elling approach of refs. [2,3] divides optical paths into 
a number of homogeneous, statistically independent 
elements with dimensions corresponding to the tur- 
bulence integral scale, and sets up possible instan- 
taneous realizations of an optical path (Fig. 1). This 
is usually done in combustion modelling by randomly 
sampling the mixture fraction distribution function 
within each homogeneous element, with the under- 
lying probability density function (pdf) parameters 
derived from a turbulent flow model solution. 
Assumed state relationships between sampled mixture 
fraction and temperature/radiating species con- 
centrations, usually taken from laminar flamelet solu- 
tions, complete the scheme. The inhomogeneous path 
parameters are supplied as input to standard radiation 
band models, and the radiative intensity pdf is built 
up by performing many trials. This approach of set- 
ting up realizations suffers from the time-consuming 
need to take many trials for good statistics, and may 

not be practical in modelling complex combustor ge- 
ometries with large numbers of grid points. A simpler 
and faster semi-analytic approach for gas radiation is 
described here, and is found to give good agreement 
with the more cumbersome Monte Carlo approach. 
This scheme rests on the demonstration that the local 
radiant power density can be decorrelated with good 
accuracy from that part of the local path derivative of 
absorptivity which depends on path-averaged proper- 
ties in the CurtissGodson approximation. Further- 
more, the ensemble average of the latter does not differ 
significantly from a value calculated from time-mean 
properties, since path-averaged properties tend to 
have reduced fluctuations. A simpler calculation 
results in which absorptivity derivatives are based on 

FIG. 1. Representation of a turbulent diffusion flame showing 
the division of an optical path for radiation into statistically 

independent segments. 
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NOMENCLATURE 

a beta density parameter Greek symbols 
A band absorptance c? integrated band intensity 
A’ band absorptance derivative % integrated band intensity at reference 
b beta density parameter temperature 
c constant in stochastic analysis P fine structure parameter 

E, exponential integral Y parameter in beta density 
j; , J2 path-integral functions in stochastic YE Euler-Mascheroni constant 

analysis I- gamma function 
F probability density for mixture ri probability density parameter 

fraction A0 bandwidth 
H height above burner surface Aw(” bandwidth at T = 100 K 
I radiative intensity 5 band-intensity path 

Ib Planck function integral 
111 fuel mixture fraction P radiating gas density 
m’ fluctuation in mixture fraction 0,) CT~ standard deviations of path-integral 
P( ) normal or Gaussian distribution functions f,, f2 

p, gas pressure 7 transmissivity 
r correlation coefficient 0 frequency 

R, gas constant o(O) band center frequency. 

& fuel tube radius 
S optical pathlength 

Sld line intensity to spacing ratio Subscript 
T gas temperature. i ith molecular resonance. 

time-averaged properties, and the local radiant power 
density is ensemble averaged over the mixture fraction 
pdf using an efficient numerical quadrature. Only one 
path integration, yielding the time-averaged intensity, 
is needed for each molecular band. The result is essen- 
tially equivalent to Monte Carlo with a great 
reduction in computation time. The need to perform 
pdf averaging of the local radiant power density at 
each node point is no more effort than is ordinarily 
expended in turbulent flow calculations where ensem- 
ble-averaged properties are desired ; only one extra 
such average must be calculated. Numerical examples 
are presented for a CH,-H, turbulent diffusion flame 
over a range of optical thicknesses. 

2. ANALYSIS 

Band models for thermal radiation from com- 
bustion products (CO*, H,O, CO,. .) are most gen- 
erally defined in terms of the line intensity to spacing 
ratio (S/d), and fine structure parameter b, in the 
Goody model for the wavelength-dependent trans- 
missivity, 7, 

- (S/d)ps 
z = exp 

]l + (Vd)dBl ’ > 
(1) 

where p is the active species density, and s the 
pathlength. The exponential wideband model [4] 
specifies (S/d) and p, which for a narrowband model 
can have a complex frequency dependence, in a par- 

ticularly simple form. Only four parameters, an inte- 
grated band intensity a, band center frequency, o(‘), 
the bandwidth Ao, and fine structure parameter inde- 
pendent of frequency are required, namely 

S/d = & exp (- lo-w@]/A.w) 
( 1 

B + B(w). (2) 

In combustion problems it is usually good approxi- 
mation to consider the high pressure broadening or 
large b limit [5] for which the band absorptance A has 
the form (for homogeneous systems) 

$ = (In (4iAw) + 4 (t/A@) + YE) (3) 

where 

s I 

A= do (l-r) and < = ups. 
0 

Here El is the first exponential integral and 7s the 
Euler-Mascheroni constant. Despite its simplicity, the 
wideband model provides spectrally-integrated inten- 
sity predictions sensibly equivalent to those based on 
more elaborate, narrowband models, and will be 
adopted here in the analysis to follow. With the usual 
simplification that the absorption features vary much 
more rapidly in the vicinity of o(O) than the Planck 
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function, the intensity generated along a line of sight 
can be represented as 

‘==C s s dA, 

1 0 
ds’ I&‘, co!“‘) ds’ 

where Z, is the Planck function evaluated at u$“, and 
the subscript i denotes the ith active molecular band. 
Neglecting band overlap effects, the subscript can be 
suppressed with the understanding that a sum over all 
bands will be performed at the end. 

For nonhomogeneous optical paths, the Curtis- 
Godson scaling approximation as given by Edwards 
and Morizumi [5] is employed. In this approximation. 
the band absorptance is expressed in terms of scaled 
parameters as 

A 
= = in (~/AC%) + E, (</Aa) + YE 
AW 

(5) 

where 

<= ‘apds’ 
s 0 

(6) 

- s 
Am=; Swpocds’. (7) 

0 

Thus, the absorptance derivative is 

dA zi;; 
- 

-= 
d5 

-i_(l-e-““O)+d$(E,(r/Aa) 

fln({/Aa)+YE-l+e-t’A”) (8) 

where [5] 
- - 

dAw Ao-Ao -=~ 
d5 5 

(9) 

Our calculations for typical flame conditions indi- 
cate that, in practically all situations of interest, it is 
the first term in equation (8) that dominates, and the 
second term proportional to the derivative of Aw will 
be neglected. Thus, we have, finally, 

- 

I= 
A Aw 

5( > 
o 5 (l-e-rim)pal,,ds’. (10) 

The quantity of interest is the ensemble average of 
equation (10). In the integrand, the factor pal,, is 
point specific, but multiplies an A-derivative factor that 
involves only path-averaged properties, as per equa- 
tions (6)-(8). Inasmuch as these paths traverse eddies 
or volume elements that are presumed to be stat- 
istically independent, one can make the approxi- 
mation that the two factors in the integrand are stat- 
istically independent, i.e. 

- 

(0 = 
SC 
1 F(l-e-“z) 

> 
(paZ,)ds’ (11) 

where ( ) denotes ensemble- or time-averaging. 
It will be assumed that state relationships giving 

temperature T and species densities in terms of the 
fuel mixture fraction pertain. Central to the modeling 
process is the concept of a conserved scalar which 
allows that all fluid properties are, instantaneously, a 
function of a suitably normalized element mass frac- 
tion. This dependence is derived from the laminar 
diffusion flame model and obviates the need to solve 
turbulent balance equations for individual species. 
The set of turbulent flame equations, containing no 
individual species equations, but only a source-free 
balance equation for the conserved scalar, can then 
be solved since the fluid density is a function of the 
conserved scalar variable only. Species, temperature, 
and other distributions can be computed by post- 
processing the output data [6]. Thus, if the probability 
density F(m ; q,) for mixture fraction m is known, 
where q, are the known parameters of the pdf, the 
ensemble average 

(p4J = s ’ F(m; rl,)p(m)a(T(m))r,(T((m)) dm 
0 

(12) 

can be regarded as a known quantity at each point 
along the optical path. The crux of the analysis lies in 
showing that the ensemble average of the other func- 
tion of path-averaged properties is adequately rep- 
resented by evaluation of the function with time-aver- 
aged properties, i.e. 

8 (1 _e-t/Aa) 

> 

N z (1 _ep(~)i@a)). (13) 

This is equivalent to saying that the time-averaged 
density enhancement is due mostly to fluctuations in 
the local emission power density, with the path-depen- 
dent attenuation terms averaging out to some extent 
and making less of a contribution. 

The most important bands in CO, and H20 emis- 
sion have integrated band intensities that are inde- 
pendent of temperature, so it is possible to set 
a(T) = ao. If the species concentrations Y, = Y are 
assumed to be in mass fraction units, the gas law is 
invoked, and the temperature dependence of AU is 
assumed to be A&“,/(T/lOO), the function dA/d[ is 
more simply expressed as 

where 

C= 
~oP,Jwo) 

R,Aw(” 

Here P, is the gas pressure, @is the average molec- 
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ular weight, and R, is the gas constant. Thus, the 
statistical average we are seeking can be expressed as 

i 
2(1-e- cm) 

> 

= (A’), (16) 

The functions f, and f2 are random variables con- 
sisting of line integrals along paths which typically 
will traverse a reasonable number of eddies in which 
the fluctuations in temperature/concentrations are 
statistically independent. The fluctuations in f, and f2 
are the sum of fluctuations from a number of stat- 
istically independent sources. Thus, by the central 
limit theorem [7], it follows that the probability den- 
sity functions for .f, and f2 will approach normality, 
irrespective of the form of the fluctuation pdf existing 
in each source. It is common in turbulent diffusion 
flame modeling to assume that the local pdf is a beta 
density [8]. This has been assumed in the numerical 
examples to follow. The influence of singularities in 
the beta density on the validity of the central limit 
theorem has not been examined. It is assumed that 
pathological cases will occur infrequently, and thus 
that the normality assumption will be valid in most 
cases. For those cases where the number of sources is 
small, the likelihood is that A’ N 1, and the question 
possibly is academic. The key question concerns the 
joint pdf of the functions f, and fi. Monte Carlo 
techniques involving random sampling of the mixture 
fraction pdf along optical paths have been employed 
to calculate the correlation coefficient 

Y=((fi-(fi>)(f*-(f2>)> 
(17) 

4102 

where o, and cr2 are the standard deviations. For med- 
ium conditions and pathlengths of interest, a value 
close to unity is typically found, indicating a nearly 
linear relationship between the two 

(18) 

The ensemble average of equation (16) can thus be 
expressed as a function of either ,f, or fi. Choosing f;, 

(19) 

where /‘(f’,) is a normal distribution and .fz (.f’,) is as 
per equation (18). Equation (19) cannot be calculated 
easily in closed form, so resort has been made to 
GaussLegendre quadrature. In all cases of interest, 
it has been found that the prediction of equation (19) 
does not differ appreciably from that of equation (13), 
which consists of simply calculating the absorptivity 
derivative function with ensemble-averaged param- 
eters. This is illustrated in Fig. 2, which shows a 
comparison of the predictions from equations (13) 
and (19) as a function of pathlength. The comparison 
is made for the 2.7 and 6.3 pm transitions in Hz0 for 
representative flame parameters, which are discussed 

1.25 I 

FIG. 2. Comparison of methods of evaluating the absorp- 
tivity derivative factor in the equation of radiative transfer 
solution. The small optical depth asymptote of the statistical 
evaluation is A’ + 1. Flame parameters are as given in Figs. 

3 and 4, for H/R0 = 200. 

in Figs. 3 and 4. Physically, what seems to be hap- 
pening is that, to a considerable extent, the path inte- 
gration averages out the effects of the fluctuations 
within the sources lying along the path. If statistical 
properties were spatially uniform, this would be a 
straightforward application of the ergodic hypothesis. 

O-3, 4( 
Radius/R,, 

FIG. 3. Time-averaged temperature profiles in a CH,-Hz/air 
turbulent diffusion flame as a function of normalized height 

above the burner. 

0.30 , 

_ 0.25 -I 

Radius/R,, 

FIG. 4. Time-averaged water vapor partial pressure profiles 
in a model turbulent diffusion flame. 
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While this result is intuitively plausible and may not 
be surprising, it drastically simplifies the job of per- 
forming the ensemble average of equation (10). In the 
optically thin limit, A’ + 1, the question is of course 
moot to begin within. 

3. NUMERICAL EXAMPLES 

Example calculations have been performed for an 
atmospheric pressure, CH,-H2 turbulent diffusion 
flame [9]. Radiation measurements have not been per- 
formed on this flame, but flow field simulations have 
been carried out that provide an opportunity to apply 
the theory developed in this paper to a practical com- 
bustion system. The flowfield was simulated with a 
standard k-c turbulence model and a parabolic flow 
solver, providing at each spatial node point the mean 
fuel mixture and its variance. We assume that the 
mixture fraction pdf F(m) is described by the beta 
density [8], 

r(a+b) 
F(m) = r(a)l-(b) 

_.._._mm”-‘(]-m)b-’ 

a = r(m) 

b = ~(1 -Cm>) 
a+b=y 

y = +x1 - (m>) _ ] 
w2 > 

where I- is the gamma function, and (m) and (m”) 
are the mixture fraction mean and variance, respec- 
tively. The state relationship between mixture fraction 
and temperature, density, and species concentrations 
was assumed to be given by an opposed jet or coun- 
terllow flame solution, employing a widely used pro- 
gram [IO]. These solutions are characterized by the 
strain rate, roughly the velocity gradient normal to 
the flame structure, and a solution corresponding to 
a median value is used. The k-c based parabolic code 
gives a solution in distances normalized by the inner 
fuel tube radius R, (Fig. 1). Line-of-sight radiative 
flux calculations have been performed at a number of 
heights from the burner surface. As the flame broad- 
ens with increasing height, this has the effect of dis- 
playing the effect of increasing optical thickness on 
the turbulence radiative enhancement, defined as the 
ratio of the ensemble-averaged intensity to the inten- 
sity based on ensemble-averaged properties. The time- 
averaged temperature and Hz0 partial pressure are 
shown in Figs. 3 and 4 for representative normalized 
heights above the burner surface. In this flame, the 
H,O partial pressure (N 0.25 atm) was so much larger 
than that of CO2 (N 0.01 atm) that as a simplifying 
measure the calculation was confined to H20 radi- 
ation with band-model parameters from [4]. The 
long-wavelength pure rotational band was neglected. 
It could be included, but would require a more general 
formulation offi and f2 due to the strong temperature 

Table 1. Intensity enhancement factors 

HI& Monte Carlo Analytic 

25 1.32 1.33 
200 1.19 1.20 

dependence of c(. The optical paths were divided into 
segments of length corresponding to the local integral 
scale. The Monte Carlo calculations were then per- 
formed in a way similar to [2, 31. Within each inde- 
pendent volume element, a random-number generator 
was used to randomly sample the mixture fraction 
distribution function [2]. From the resulting value of 
mixture fraction the instantaneous temperature and 
species concentrations were then interpolated from 
the opposed jet state relationships. The intensity for 
the realization was then calculated from equation 
(lo), summing the active bands. The quantity of inter- 
est is the ratio of time-averaged intensity to intensity 
based on time-averaged properties. 

Table 1 compares the Monte Carlo and ‘analytic’ 
predictions for the time-averaged, line-of-sight inten- 
sity at two heights above the burner surface. The two 
heights encompass a significant range of optical thick- 
nesses. As seen, the ‘analytic’ predictions, which are 
much more efficiently obtained, satisfactorily agree 
with the Monte Carlo predictions. There are minor 
differences in the absolute value of predicted mean 
properties which have to do with the much different 
algorithms for the two types of calculations. It should 
be pointed out that, for the case where the optical path 
comprises several correlation lengths, the theory of 
Kabashnikov and Kmit [1] gives an expression equi- 
valent to our equations (11) and (13). 

The variation of turbulence enhancement with 
increasing height above the burner surface is shown - 
in Table 2. The band center optical thickness [/Aw of 
the H,O 6.3~ transition is shown. As seen, there is 
not a simple dependence of the fluctuation effect on 
optical thickness. Intuitively, it could be expected that 
increasing optical thickness would shield the intensity 
contributions of more and more eddies, and thus give 
rise to a reduced fluctuation effect. Low in the flame, 
the shear and the magnitude of the fluctuations are 
large, and a relatively large enhancement is seen. As 
the optical thickness increases, the enhancement effect 
decreases in accord with the intuitive notion about 
shielding. However, for very large optical thickness, 
the enhancement effect starts to increase again because 

Table 2. Intensity enhancement factors as a function of 
optical thickness, QAw 

Hi& 

25 
100 
200 

(51Aoh 3,, Intensity enhancement 

0.73 1.33 
1.90 1.14 
2.54 1.20 

.~_. 
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the observer sees the effects of only the closest volume 
elements which are in the high shear region and thus 
have large fluctuations. 

The enhancements of intensity due to radiation are 
not particularly large in these examples, but this is 
entirely a function of the particular flame chosen to 
provide the example. Predicted radiative enhance- 
ments will be extremely sensitive to the magnitude of 
the mixture fraction fluctuations, m’. The purpose of 
this paper has been to outline a calculational meth- 
odology for an effect important in many circum- 
stances. 

The fluctuations of individual bands are naturally 
sensitive to wavelength because the band-center 
locations on the Planck function generally have 
different temperature dependences, and thus respond 
differently to temperature fluctuations, The Auc- 
tuations of the 2.7~ band in H,O, for example, are 
much larger than those of its 6.3~ band for these 
flame conditions. Flames in which CO2 is the domi- 
nant radiator can be expected to have different fluc- 
tuation properties derived from the temperature sen- 
sitivity of the 4.3~ location on the Planck function. 
The semi-analytic theory also does an accurate job of 
predicting the standard deviation of the fluctuating 
fluxes. To the extent that the Monte Carlo technique 
is successful in predicting the fuel property depen- 
dence of the radiation enhancements [2, 31, the pro- 
cedure given in this paper should be similarly success- 
ful, but on a much more efficient basis. 

4. CONCLUSIONS 

It has been shown by taking ensemble averages of 
the solution to the equation of radiative transfer that 
ensemble-averaged thermal radiation intensities from 
turbulent flames can be calculated in an efficient man- 
ner that avoids the time-consuming Monte Carlo 
approach to the problem. The calculation is essentially 
recast in terms of properties that can be efficiently 
averaged over the fluctuation pdf. While the numerical 
calculations have been for clean flames, there seems 
little reason to expect that it would not be useful in 

sooting flames as long as the soot concentrations in 
adjoining eddies can be regarded as statistically inde- 
pendent. It should be applicable to the individual spec- 
tral segments of narrow-band gas radiation models, if 
their use is preferred. 
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